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‘We could have shown that the efficiency of the code is 100% by inspection since

¥ pilog(1/pp)
= =0
n= 5

3 Py
=

where [;= log(1/py).
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Problem 10.2

Let the event 5= 5 denote the emisson of symbol 13 by the source. Hence,

i = g o
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[Entropy of the source is
HOS) = polen () +rlon () +paon () +pies
= Joga(3)+ Sl (6)+ }1og (4) + {og,(4)

= 0.528+0431+05+05
= 1959 bits
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Let X denote the number showing on a single roll of a dice. With a dice having six
faces, we note the py is_1/6. Hence, the entropy of X is-

HX = Fx'“!,(’l)

1
= Hlog,(6) = 0.431 bits
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A prefix code is defined as a code in which no code word is the prefix of any other code word. By
nspection, we see therefore that codes T and IV are prefix codes, whereas codes IT and Il are not.

To draw the decision tree for a prefix code, we simply begin from some starting node, and extend
branches forward il each symbol of the code is represented. We thus have:
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Problem 10.9
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The Huffman code is therefore
0 10
5 11
5 001
50 010
s 011
55 0000
5 0001
The average code-word length is
o
L= 3rh
=0
= 025(2)(2) +0.125(3)(3) + 0.0625(4)(2)
=265
The entropy of the source is
: 1
HES) = L
) ):p,log,(p)
=0
_ 1 1
= 0.25(Z)logz(m) + 0.125(3)].og2(m)
1
+0,0625(2)]ng7(w629
=265

The efficiency of the code is therefore




