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10.20	Consider the (7, 4) Hamming code, the generator matrix is
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Show that the generator matrix G and parity-check matrix H satisfy the condition.


10.21
(a)	For the (7, 4) Hamming code described in Example 10.20, construct the eight codewords in the dual code.
(b)	Find the minimum distance of the dual code determined in part (a).
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A0.3 A source emits one of four symbols so, 51, 5, and 55 with
probabilities 1/3, 1/6, 174, and 1/4, respectively. The successive
symbols emitted by the source are statistically independent. Cal-
culate the entropy of the source.

/10.4) Let X represent the outcome of a single roll of a fair die.
What is the entropy of X?

10.5 The sample function of a Gaussian process of zero mean
and Unit variance is uniformly sampled and then applied to a uniform
quantizer having the input-output amplitude characteristic shown in
Figure P10.5. Calculate the entropy of the quantizer output.
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Figure P10.5
\Iﬁf.s Consider a discrete memoryless source with source alpha-
bet & = {50, 51, 52} and source statistics {0.7, 0.15, 0.15}.

(a) Calculate the entropy of the source.
(b) Calculate the entropy of the second-order extension of the
source.

10.7  Consider the four codes listed below:

Symbol Code I Code IT Code I1I Code IV

5o 0 0 0 00
s 10 01 01 o1
5 110 001 011 10
5 1110 0010 110 10
P 1 0011 11 111

Two of these four codes are prefix codes. Identify them,
and construct their individual decision trees.
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M9 A discrete memoryless source has an alphabet of seven
symbols whose probabilities of occurrence are as described here:

Symbol S Sy, . o S s s
Probability 0.25 025 0.125 0.125 0.125 00625 0.0625

Compute the Huffman code for this source, moving a combined
symbol as high as possible. Explain why the computed source
code has an efficiency of 100 percent.

10.13 Consider the transition probability diagram of a binary
symmeétric channel shown in Figure 10.9. The input binary sym-
bols 0 and 1 occur with equal probability. Find the probabilities of
the binary symbols 0 and 1 appearing at the channel output.

1920 Consider the (7, 4) Hamming code of Example 10.10.
The generator matrix G and the parity-check matrix H of the code
are described in that example. Show that these two matrices
satisfy the condition

HG" =0
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(a)/ For the (7, 4) Hamming code described in Example 10.10,
construct the eight codewords in the dual code.

(b)  Find the minimum distance of the dual code determined in
part (a).

10/25  Figure P10.25 shows the encoder for a rate r = 1/2, con-
straint length K = 4 convolutional code. Determine the encoder
output produced by the message sequence 10111
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