Communication Systems
2018–Ch10 exercises solution
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Problem 10.4
Let X denote the number showing on a single roll of a dice. With a dice having six faces, we note the  is . Hence, the entropy of X is
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Problem 10.7

a)

A prefix code is defined as a code in which no code word is the prefix of any other code word. By
inspection, we see therefore that codes I and IV are prefix codes, whereas codes II and III are not.

To draw the decision tree for a prefix code, we simply begin ffom some starting node, and extend
branches forward until each symbol of the code is represented We thus have:

Code

b)To be done
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Problem 10.9
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The Huffman code is therefore
0 10
5 11
5 001
50 010
s 011
55 0000
5 0001
The average code-word length is
o
L= 3rh
=0
= 025(2)(2) +0.125(3)(3) + 0.0625(4)(2)
=265
The entropy of the source is
: 1
HES) = L
) ):p,log,(p)
=0
_ 1 1
= 0.25(Z)logz(m) + 0.125(3)].og2(m)
1
+0,0625(2)]ng7(w629
=265

The efficiency of the code is therefore
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‘We could have shown that the efficiency of the code is 100% by inspection since

¥ pilog(1/pp)
= =0
n= 5

3 Py
=

where [;= log(1/py).
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Problem 10.13
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Problem 10.20
The generator matrix for the (7.4) Hamming code is

110:1000
G- 01150100
111:0010
1 1:0001

The parity-check matrix is

100:1011
H= 010:1110
001:0111

Hence,
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Problem 10.21
(a) Viewing the matrix

10051011
H=1010:1110)
00180111

as a generator matrix, we may define the code vector ¢ in terms of the message vector m as

c=mH

The message word length is
n-k=74=3

Hence, we may construct the following table

Message word Code word Hamming weight
000 0000000 0
001 0010111 4
010 0101110 4
011 0111001 4
100 1001011 4
101 1011100 4
110 1100101 4
111 1110010 5

(b) The minimum value of the Hamming weight defines the Hamming distance of the dual code as
=4
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Problem 10.3

Entropy of the source is

HS) = Pob!,(’,l“) +’|l°!z(plr) +""°‘z(pl,) P ’bsl(ﬁls)

_1 1 1 1

= 3log2(3)+ glog (6) + 7log (4) + glog(4)
= 0.528+0431+05+05

= 1959 bits
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Problem 10.4
Let X denote the number showing on a single roll of a dice. With a dice having six faces, we note that py
is 1/6. Hence, the entropy of X'is

OO = proe ()

=1 - -
= zlog,(6) = 0.431 bits
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Problem 10.5

‘The entropy of the quantizer output is
4
H = -y Pylog,P(Xy)
=1
‘where X; denotes a representation level of the quantizer. Since the quantizer input is Gaussian with zero
‘mean, and a Gaussian density is symmetric about its mean, we find that
P(X)) = P(Xy)
PO = PO

The representation level X; = 1.5 corresponds to a quantizer input +1 < Y <. Heace,
e
Py - Ew(-y;)-tv
1104
T3 i"(ﬁ)
= 01611
The representation level X; = 0.5 corresponds to the quantizer input 0 < ¥ < 1. Hence,
_f
Py = joﬁap(%l)a)’
144
1y
- 03389

Accordingly, the entropy of the quantizer output is

H= -2[0 161110, 11611) +o.3339|og,(o.3339)]
191 bits




